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Excited states of the saddle point equation of the Landau-Ginzburg-Wilson Hamiltonian
with random temperature
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The phase transition in quenched disordered systems is studied on the level of the saddle point solution.
Two-dimensional saddle point equation of the Landau-Ginzburg-Wilson Hamiltonian with random temperature
is numerically solved for the excited states. It is shown that the excited-state solutions can be described by the
domain walls. The length of domain wall and the free energy increase due to the domain wall are calculated.
On the level of the saddle point solution the partition function can be mapped to an Ising model approximately.
The coupling between Ising spin is estimated. The phase transition is discussed according to this Ising model.
It is found that there are two classes of phase transition: inhomogeneous and homogeneous. Different from the
pure system, for the phase transition in disordered systems there are fluctuations on the level of saddle point

solution.
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I. INTRODUCTION

The phase transition in quenched disordered systems has
been studied for 40 years.! Although there have been a huge
amount of works on this topic, there is a basic problem un-
solved. That is the saddle point equation (SPE) of the
Landau-Ginzburg-Wilson (LGW) Hamiltonian with random
temperature. We study this problem in this paper. Based on
the numerical result, a complete description of phase transi-
tion on the level of saddle point solution is given.

As we know, most of phase transitions can be described
by certain LGW Hamiltonian.> The classical LGW is the
prototype. The saddle point solution is the starting point of
the field theoretical study on phase transition. For the pure
system, it is simple and clear. However it has not been stud-
ied carefully for the disordered systems, although some ex-
periments and intuitive theoretical discussions show that it
should be nontrivial.

On one hand locally ordered regions (LOR) are discov-
ered in the experiments. LOR is suggested as early as in
1977 by Ginzburg® theoretically. The physical picture is
simple and clear: owing to the spatial fluctuation of the local
transition temperature, “ferromagnetic islands” (locally or-
dered regions), which is also called Griffiths-type phase, may
exist above the critical temperature. LOR is discovered in the
magnetic phase transition in disordered systems.*~® The ex-
periments on the superfluid transition of *He in porous media
also revealed the localized Bose condensation above the glo-
bal superfluid transition temperature.”® In order to explain
recent scanning tunnel microscope STM experiments, an in-
homogeneous gapped superconductor with superconducting
islands and metallic regions is proposed.’ The existence of
ferromagnetic region in the paraphase is discovered.'”

On the other hand, it is pointed out that there may exist
many local minima solutions for the SPE above the critical
temperature.'"!> Conventional renormalization group (RG)
considerations assume that the solution of SPE is zero above
the critical temperature.!3-1¢ In recent years the replica sym-
metry breaking (RSB) is proposed to take LOR into account.
The RG with RSB has been investigated intensively.!"!7-1
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In addition a percolative scenario of LOR is also proposed
for the phase transition in disordered systems.'? The famous
Harris® criterion!® is questioned in this percolative scenario.
However in these theoretical studies, the saddle point solu-
tion is only qualitatively discussed and its detailed properties
are absent.

Some works on SPE of LGW Hamiltonian with random
temperature has been carried out.”>> The numerical solu-
tions show LOR explicitly. However these solutions are only
concerned with the ground state rather than the excited
states. From a qualitative discussion, one knows that the na-
ture of the phase transition is determined by the excited
states.

In this paper, we shall study the excited-state solutions of
SPE with random temperature. The two-dimensional SPE
with random temperature is solved numerically. After getting
the excited-state solutions, we calculate the length of domain
wall and its free-energy increase. From these results, we can
estimate the degeneracy of the excited states. Then the phase
transition on the level of saddle point solution is discussed.

The paper is arranged as follows. In Sec. II, the model
with random temperature is introduced. In Secs. III and IV,
as a warm-up, the domain wall around a round well and
excited states on a regular well lattice are studied. The ex-
cited states of SPE with random temperature are discussed in
Sec. V. The phase transition is discussed on the level of
saddle point solution in Sec. VI. Section VII is discussion
and summary.

II. MODEL OF RANDOM TEMPERATURE

The LGW Hamiltonian with random temperature reads
1 2, 1 2 8 4
H= | dr| V0P + g0+ 6w [ (1)

where #(r)=r+7(r) and ¢,7(r) are the average reduced tem-
perature and the random part caused by the disorder, respec-
tively. The system is modeled as a lattice with cell volume
being /4. In the ith cell, it has #(r)=7, and 7; is a random
number and distributed in the Gaussian form
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The distribution width of the random temperature A, is
called the disorder strength. The cell size [ is the correlation
length of disorder.’

After we get a saddle point solution, we need to calculate
its free energy. Substituting SPE into Eq. (1), one gets!!

Fi=H{¢}) =~ f dr§¢;‘(r), 3)

where ¢,(r) is the ith solution of SPE. For the disordered
systems, there are a lot excited states, which will determine
the phase transition. On the saddle point level, where the
fluctuation around the saddle point solution is ignored, the
partition function is given by

Z=> " (4)
Introducing the following transformations:

r
H’=gl4_dH, l"=;,

7(6)=Pi(r),  ¢'(r)=gg(r), (5)
then the SPE is given by

= V2 () +[1'(x)]g' () + (") = 0, (6)

where the probability distribution of 7’ is still a Gaussian one
like Eq. (2) with an effective disorder strength

A= PPA,. (7)

From Eq. (3), we get the free-energy transformation for the
ith state

Fi=gl"F, (8)

where d is the spatial dimension. Thus one can solve the
above SPE, and get the solution of equation with arbitrary
I, g through transformations (5)—(8). Three original param-
eters g, [, A, are transformed to be 1, 1, [*A,, respectively.
Therefore there is only one concerned parameter, i.e., the
reduced disorder strength A=/[?A,,.

Generally for the temperature ¢ and disorder strength A
are much smaller than unity. Since the disorder correlation
length [ can be larger than 1, therefore the temperature
t'=1t and reduced disorder strength A=/?A, can be much
larger than 1.

In the following we omit the superscript “quotation mark”
of the reduced variables “t’,r’, ¢'” in Eq. (6). It is assumed
that g=1, [=1 if there is no special statement.

III. DOMAIN WALL AROUND A ROUND WELL

In a pure two-dimensional system, the temperature in Eq.
(6) is a constant, i.e., #(r)=¢. Beside the ground-state solution
Po= * V-, there are excited-state solutions
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bo(x) = \— 1 tanh[\- 1/2x], 9)

assuming variation in only x direction. For these excited-
state solutions, there are two phases separated by an inter-
face, where ¢,=0. The interface is called domain wall. Here
the domain wall is a straight line. The free energy of excited-
state solution is higher than that of ground sate. We call their
difference free-energy increase. Substituting the above solu-
tion into the Hamiltonian, one gets the free-energy increase

per unit length of domain wall. It is given by'>?
2\6
fd:T(_ 12 (10)

For the pure system, it is obvious that there exists no
excited state with a closed domain wall. Since the free-
energy increase is proportional to the length of the domain
wall approximately, the solution with local minimum free
energy must be that with zero length or infinite long straight
domain wall. The infinite long straight domain wall causes
an infinite free-energy increase, so they do not play impor-
tant roles in phase transition.

However if the temperature field is not a constant, there
exist saddle point solutions with closed domain walls. At
first, let us see the simplest case, the SPE [Eq. (6)] with a
round well

{tw, | < 0.5
t(r) = (11)

tb’ |l'| >0.5.

The numerical results show that only if ¢,,,#,<0 and ¢,, <1,
the excited-state solution with a domain wall can exist. This
is the reason why we call the region »<<0.5 well. The region
outside the well is called background. The situation with
t,<0,2,>0 has been discussed for LOR.?!

If —1,.,-1,>1.0, the saddle point solution is given by

~ +\—t,, r>0.5; ¢p= *~t,, r<0.5. For the ground
state the solution has the same sign all over the system.
For the excited state, it has opposite sign inside and
outside the well. Two typical excited-state solutions for
t,=—1000, #,=-600 and f,,=—1000, ¢t,=—880 are shown
in Fig. 1.

From these two solutions, one can see some qualitative
properties of the excited-state solutions. The domain wall,
where ¢=0, is located outside the well. The radius of the
domain wall for #,=—880 is shorter than that for #,=—-600.
That is to say, the radius decreases as the absolute value of 7,
increases. In fact this is a general property.

From the numerical solution, it is found that only if ¢,
=-4.0 and 0<1,<t,. the excited-state solution can exist.
For a given ¢, the radius of the domain wall decreases as the
1, decreases. When 1, decreases to a threshold value 7., this
excited-state solution disappears. The numerical result for .
is shown in Fig. 2.

The result that the excited-state solution disappears for
1, <t can be understood qualitatively from the rule of mini-
mizing free energy. Consider the domain wall around the
well. The domain-wall free energy depends on two quanti-
ties: its length (or radius) and the free-energy increase per
unit length. The free-energy increase is contributed mainly
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- NS for t,=-880
209+ VS for tp=-880

-204

——NS for t,=-600

= VS for t,=-600

-40 T T T 1
0.3 0.4 0.5 0.6 0.7

FIG. 1. (Color online) The excited-state solution for the round
well with ¢,=-1000, #,=-600 and 7,=—1000, t,=—880. “NS”
and “VS”mean numerical solution and variational solution,
respectively.

from region near the domain wall, where the absolute value
of excited-state solution is remarkably smaller than the
ground-state solution. Therefore we can imagine the domain
wall a “wall with thickness.” If the domain wall is located
inside the well completely, the free energy per unit length is
proportional to (-t,,)%? [see Eq. (10)] approximately. If it is
located outside the well completely, the free energy per unit
length is proportional to (—#,)*? approximately. However in
fact the domain wall is located partly inside the well and
partly outside the well (see Fig. 1). There are two factors
which determine the radius of domain wall. One is the dif-
ference (—t,)¥?—(-t,)¥? and another is (=t,)*2. The larger
(=t,,)%>=(=t1,)*? is, the less part of domain wall locates in-
side the well, hence the larger the radius is. The larger
(—t,)*? is, the smaller the radius is.

For |t,|<|t,|, the domain wall is located mostly outside
the well since increasing the part of domain wall inside the
well will cause significant increase in free energy. As |t
increases, the radius of domain wall will decrease to reduce
the length of domain wall. Then the part of domain wall
inside the well increases. For 7,<t,. the difference
(=t,,)>=(~t1,)** cannot resist the shrinking of the domain
wall. Then the excited state disappears.

1000 4 __.-'
I...
]
100 o
....
|
10 -"
-t "
bc e
A
14 -

—— variational reasult for the round well
= numerical result for the round well
0.1+

0.01 -+——— T T
1000

FIG. 2. (Color online) The numerical and variational results of
tpe- The green solid line is drawn from the variational solution of
Eq. (22).
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We may imagine the domain wall as a thread with tension
[proportional to (—#,)¥?] and the well as a balloon with
strength [proportional to (=t,,)¥?—(=1,)¥?]. As t decreases,
the tension increases, the thread (domain wall) shrinks. As
the tension is larger than a threshold value, the balloon is
torn.

For the excited-state solution, a variational solution is
available. We choose the following trial solution:

1(r) = =1, tanh[p,(r = r)];r < 0.5,

¢ (r) = = 1, tanh[ py(r = 1)) 1:7 > 0.5, (12)
where
i =N=1,125 po=N=1/2. (13)

At the well boundary r=0.5, it is required that the solution is
continuous,
V= t,, tanh 14;(0.5 = 1)1 = \= 1, tanh[ 165(0.5 — )] = ¢
(14)

Thus the trial solution has a variational parameter ¢,.
The free energy of the trial solution is given by

F (| 1{de ) 1 1 2
—=f [—(ﬂ) + =100+ — i+ 2 | rdr
2 J, L2\ dr) T2 4717y
“11 d¢2)2 1, 1, £
+ —|\— | +=t,d5+ -+ — |rdr. (15
fo.5{2< dr 2b¢2 4¢2 4 rdr. (15)

We add a constant term to cancel the divergence and to be

convenient for calculation. Here we cannot apply the formula

(3) since the trial solution does not satisfy the SPE exactly.
Through some calculation, we get

—(2 1,
V-1, §+¢o—§¢o o

1 dF V2
o= +—(t,—1)
2’7Td¢d 1 + ¢d/tw 4
2 , f }
-— + , (16)
3 { \/__tw_ by \"be"' oy
where
¢o = tanh(= wry). (17)
We adopt the approximation
¢o = tanh(= p ry) =~ -1, (18)
because of u;>1 and r;~0.5.
Letting dF/d¢,=0 leads to
¢ —ad,—ab=0, (19)
where
4«5
a=\N—t,— \'—l‘b—T,
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£,
b= # (20)
\=t,—\—1t,
Solving it we get
L1 ——
¢y = E(a + Va“ +4ab). (21)

Obviously it must have has a>0 for a real solution. There-
fore for a given ¢, only if,

42\
— N ) , (22)

0>tb>tbc=—(\"—tw—7

the domain wall exists. This equation gives the threshold
value of the background temperature. The solid line in Fig. 2
is drawn according to this equation. As one can see the varia-
tional result agrees with the numerical result excellently.
The second derivative of the free energy with respect to

¢, is given by

1 d*°F 2 1 1
27Td¢5 3 (1- (bd/\/__tw)z (1+ @/VT%)Z

. (23)

Since ¢;>0 and ¢,<<0, one can see that ¢;= ¢} is a solu-
tion with local maximum free energy and ¢,=d¢, is the so-
Iution with local minimum free energy. Substituting

ba= ba> (24)

into Eq. (12), we get the variational solution. The variational
solutions f,,=—1000, #,=-600 and ¢,,=—1000, ,=—880
shown in Fig. 1 are obtained in this way.

If |t,,~ 5| /]t,,| <1 the threshold Eq. (22) is approximately
given by

— ~ 3 (25)

If the radius of the well is R rather than 0.5, one can get

-
to—th]  4N2

| ’T”z " (26)
N=1,

where transformations (5) is used. This formula is useful in
the following discussion.

From this simple model, we draw two conclusions: (1)
The domain wall may exist around a well, where the tem-
perature is lower than out side. (2) For certain temperature in
the well, there is a threshold value for the background, above
which the domain wall can exist. The threshold value is ap-
proximately given by Eq. (22).

IV. DOMAIN WALL ON A WELL LATTICE

As a warm-up, we shall solve the SPE on a well lattice
defined by
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FIG. 3. (Color online) (a) The domain wall around one well. (b)
The domain walls around two wells.

2m<x<2m+1

- tbw’
t(r)= (27)
2n<y<2n+1
t, other regions,
where m,n=0,*1,=*2,.... We consider #,,>0. The re-

gions with temperature #—1,,, and ¢ are called wells and back-
ground, respectively. The square wells, whose sizes are 1
X1, are shown schematically in Fig. 3 with black solid line.
The background is also divided into blocks of size 1X1,
which are drawn in dashed lines. A cell is composed of one
well and three background blocks. Its size is 2 X2. A spin
model with such a temperature field is given in Appendix A.
In this section we take

1y, = 40.0. (28)

There is no special significance of this temperature because
the results are qualitatively the same only if 7,,,=10. In ad-
dition we study the excited states on this well lattice only to
get some insights, which may help us to understand the ex-
cited states on the lattice with random temperature.

The numerical method is similar to that in the previous
work?® and can be found in Ref. 24. Dividing the lattice into
a uniform two-dimensional grid and replacing derivative ex-
pressions with approximately equivalent difference quo-
tients, the SPE is solved recursively. The step of grid is de-
noted by A. In this section it has #=0.05. The precision of the
solution is E,-,~(¢§f}+“—¢§,’}))2/2,¢,~(¢,(-,"j”>)2< 1071, where gbl(»’"j)
is the solution of nth iteration.

The numerical result shows that as r<<28.9%0.1 and
t—1ty,, <—11.1%0.1 the saddle point solution can be nonzero.
If the initial values on the lattice are positive (or negative) all
over the lattice, one get the ground-state solution with no
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domain wall. If the signs of initial values are taken randomly,
one will get the excited-state solutions.

The ground-state solution can be referred to Ref. 20. For
0<r<28.9*0.1 it is periodic and nonzero in wells and de-
cays to zero quickly outside the wells. For —#<< 1, the solu-
tion is approximately \—(¢—t,,,) in wells and \—f outside the
wells.

A. Small size domain walls

The simplest excited-state solution is that the order pa-
rameter in one well is opposite to that in other wells. Then a
domain wall exists around the well (marked by “17) as
shown in Fig. 3(a). The outer (in green) and inner (in red)
curves are the domain walls at temperature t=28.9, —80.0,
respectively. For 28.9+0.1>¢>-85.77x0.01 this excited-
state solution exists. At temperature r=28.9, the domain wall
is almost a square, and lies almost at the boundary of cell. As
t decreases, the length of domain wall becomes shorter and
shorter and the domain wall becomes rounder and rounder.
At t below —85.77%0.01 this state no longer exists. The
disappearance of this state can be well explained by the dis-
cussion in the above section [see Eq. (25)]. The square
formed by four diagonal lines in cyan starting from the cen-
ters of 1 and 2 is not relevant to the present discussion and
useful in Sec. IV B.

This excited state is obtained numerically as follows. At
first the initial value of ¢© is assigned to be —V—(r—1,,) in
well 1 and \—(t—1y,) in other wells, and zero outside wells.
Then we solve the SPE iteratively.

Two other simple excited states are those with a
domain wall around two nearest neighbored wells, as
shown in Fig. 3(b). The upper part and the lower part repre-
sent two different excited states. We denote the upper part
and the lower part state 2A and 2B, respectively. For
-105.24*+0.1<r<28.9*+0.1 state 2A exists. The outer
(in blue) and inner (in magenta) curves in the upper part
of Fig. 3(a) are the domain wall 2A at temperature
t=289, —105.0, respectively. For -469*0.1>r>
—85.7 0.1 state 2B exists. The curve (in cyan) in the lower
part of Fig. 3(b) is the domain wall 2B at temperature
t=-80.0. The difference between states 2A and 2B lies at the
region (marked by “’3”) between the two wells (marked by
”1” and ”2”). In state 2A, the sign at 73" is the same as that
at ”’1” and 72,” while in state 2B is opposite.

TABLE I. The temperature ranges of existence of domain walls
shown in Fig. 4.

Domain wall Temperature range of existence

—105.05+0.05<r<-12.725*0.025
-118.9+0.1<r<28.9*0.1
-182.4+0.1<r<28.9*0.1
-137.8+0.1<r<28.9*0.1

-256.75*+0.25<r<28.9*0.1
—85.85+0.05<r<-47.85+0.05
—85.92+0.01<r<-63.95+0.05
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PHYSICAL REVIEW B 79, 184208 (2009)

22
»] DOOODOO O
S O/ o O
W]l ODDODDOOO0OoDOND/dAo
12;DDDDDDDDD
o] DOoOOoOOCCUOooooo
8 DOfODDDD
o] DOOD DO O DND
] OO O UDOU o™ g o
] O DODOOO O N LT O™
d Do oooooo
2 ———— .

N
o -
N -
o~
o -
o -
N
o
N
N
N
>
N
(o]
N
™
N
=]
N
N

X

FIG. 4. Some domain walls with simple structure.

More domain walls with simple structure at t=—80.0 are
shown in Fig. 4 and their temperature ranges of existence are
given in Table I. It can be seen that the larger the radius of
curvature is, the lower the disappearing temperature is. This
is consistent to the criterion [Eq. (26)] of disappearing of a
domain wall.

B. Adiabatic evolution of an excited state

In the above subsection we show the evolution of some
simple excited states. How about an arbitrary excited state?
We show the evolution of a typical excited state in Fig. 5.
The colored curves are domain walls. The system size in our
numerical solution is 100X 100 and we show its part of
20<x,y<40.

At first, we solve an excited-state solution of t=20. The
initial value of ¢ is assigned to be o;®; in each well and to
be zero outside wells. Here o;=*1 is taken randomly. @,
can be different arbitrary positive numbers in different wells.
It is found that only if the iteration is convergent the solution
depends only on the initial signs {o;} in each well, but the
initial amplitude of ®;, which only influence the converging

(a)
.

Do =) T} Do
Oo mE] 0o
[mg} =) [} oo
] =) oo oo
go jm] [} Do
oo (] ) (]
O o\ ] =] ]
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0o Ooogooooog
O Z o e e s e o o
oo O OoDooOoOoooog
oo m] ooooOoOoooog
mm n"4 [REnSninlninlnln S alal

FIG. 5. (Color online) The evolution of an excited state. The
colored curves are the domain walls and the thin square are the
boundary of the wells. (a) t=0. (b) t=-60. (c) t=-100. (d)
t=—160.
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rate of the iteration. In order to make the iteration converging
faster we usually take that ®;=\—(¢—1,,,) in calculation.

Then we solve the excited-state solution of =10 taking
the solution of =20 as the initial value. Then we solve the
excited-state solution of r=0 taking the solution of =10 as
the initial value, and so on. We call this process the “adia-
batic evolution” (AE) of an excited-state solution.

At temperature =0, as one can see in Fig. 5(a), the do-
main wall are located almost on the boundary of cells. The
corners are sharp. In addition, it seems that there are inter-
secting points in the domain wall in Fig. 5(a). In fact they are
composed of separated corners if they were inspected care-
fully. In Fig. 5(b), where the temperature is r=—60, these
corners are separated farther. Compared with Fig. 5(a), the
domain wall in Fig. 5(b) becomes rounder, bent, and shorter.

At t=-100 as shown in Fig. 5(c), the domain walls
around single well disappear. At r=—160 as shown in Fig.
5(d), the domain walls around two nearest-neighbored wells
disappear. The corners with small radius of curvature in Fig.
5(c) also disappear in Fig. 5(d). The domain wall becomes
smoother.

As shown in Fig. 4 and Table I, for r<-118.9%0.1, do-
main wall “2A” disappears; for r<-137.8*+0.1, domain
wall “d” disappears, etc. The disappearance of the closed
domain wall and the corners with small radius of curvature
can be explained by Eq. (26). This can be shown by letting
t,=t—ty,; t,=t and assuming that the round well results
are valid approximately for the square well. As ¢ decreases,
only the domain walls with enough large radius of curvature
can survive. Therefore as temperature ¢ decreases, the do-
main wall becomes shorter and shorter, smoother and
smoother.

The disappearing of closed domain wall with small size
and the corners with small radius of curvature means that a
lot states evolve to one state. It is easily imagined that if
some closed domain walls around single well, as shown in
Fig. 5(b), are removed, one will get different excited states.
However these different states will evolve to the same state,
as shown in Fig. 5(c), as ¢ decreases below —85.7 0.1 be-
cause then all the domain walls around single well will dis-
appear.

C. Domain wall’s length and its free energy per unit length

To describe an excited state, we calculate the total length
of all domain walls, which is defined by ¢,(r)=0. It is de-
noted by

A =length of domain wall. (29)

Then we define the length of domain wall per unit area by

{= S’ (30)
where S is the area of the system.

For an excited-state solution, we also calculate the auto-
correlation function and the correlation length defined in.?!
We denote the correlation length for the excited states &,. We
show the results of £, &,,1/(Z€,) in Fig. 6, where each data is
average of 32 solutions on the lattice with size 100X 100.
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FIG. 6. (Color online) The domain-wall length per unit area and
the correlation length at different temperatures.

The results of adiabatic evolved solutions are labeled by AE
in Figs. 6 and 7.

The length of domain wall decreases as the temperature
decreases. The curve seems to be composed of some steps.
The jumps of { correspond to the disappearance of certain
domain walls. For example, there is a jump of  as ¢ de-
creases from —80 to —90 because the domain walls around
single well disappear at temperature r=—85.7=0.1 as men-
tioned above. If more data for —90 <r<<-80 are shown, this
jump can seen clearly at t=~—85.7.

The correlation length ¢, is also shown in Fig. 6. In fact,
one can see the significance of &, from the data. For >0, the
correlation length &, is less than 1, for example, £,=~0.8 at
t=20. For —t> 1, at wells the solution is |¢,| = \m and
decays to exponentially small in the scale 1/V¢ at back-
ground. The signs at wells are the same as the initial ones,

10%3

T T T T T
-250 -200 -150 -100 -50 0
t

FIG. 7. (Color online) The free energy per unit length of
domain-wall length at different temperatures.
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which are random and not correlated. Therefore the correla-
tion length &, is approximately the size of wells.

The correlation length &, increases as ¢ decreases. For
t<-t,=-40, the correlation length is larger than the well
size. For example it is £,=1.69 at r=—100. It equals approxi-
mately twice size of wells. At this temperature the domain
walls around single well disappear and the smallest closed
domain wall must surround two wells. For —180<<r<<-150,
the correlation length is about 4. At this temperature range,
the smallest domain wall is “‘c” which is shown in Fig. 4, and
its size is approximately 4 X 4. Therefore the correlation
length is approximately the size of the smallest closed do-
main wall.

The free energy of the solution is calculated according to

1
Fee==7 f dxdyd,. (31)

where the subscripts g,e represent ground state and excited
states, respectively. This equation is obtained from Eq. (3)
with g=1. For each excited-state solution, we calculate the
average free energy per unit length of domain wall,

fa=(F,=FpIA. (32)

The dependence of f, on the temperature is shown in Fig.
7, where each data is average of 32 solutions on the lattice
with size 100X 100. For >0, f, is small but not zero be-
cause of the nonzero solution at wells and their extension to
the background. For r<-t,,,=—40, it approaches the result
for the straight domain wall in pure systems, i.e., Eq. (10).
Then the domain wall is located almost at background. If
every segment of the domain wall is regarded as the straight
domain wall in pure systems with temperature ¢, the free
energy per unit length is just given by Eq. (10). In fact f; is
a bit larger than the result in Eq. (10) because of the curva-
ture of domain wall and the influence of well.

However there are some excited states missed in the
above way. For example, the excited state 2B cannot be ob-
tained using AE method. For <0, the excited solution de-
pends on not only the initial signs of wells but also those of
background blocks. The excited state 2B is obtained with the
initial signs at blocks 1, 2 the same and opposite to that at
block 3 and other blocks. This kind of initial value is called
“BW” since both the wells and the background are con-
cerned.

For an arbitrary solution with BW initial value, the initial
value of ¢ is assigned to be o;®; in every 1X 1 block as
shown in Fig. 3, including well and background. Here
o= * 1 is taken randomly. It is taken that ®,=\—(¢~1,,,) for
a well; ®;=\—r if 1<<0 for a background block. Obviously
the BW solutions are more than “AE” solutions and include
all the AE solutions.

As shown in Fig. 6, the results of BW and AE have some
differences, but the differences are relatively small. For
—100<7<-60 the domain-wall length { of BW is obviously
larger than that of AE because of the domain walls “a,f,g” in
Fig. 4, which are absent in AE solutions. For t<-100, their
difference is small.
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In Appendix B, we argue that the exceeding BW excited
states compared with AE states are not many as it seems to
be. Therefore we can ignore the exceeding BW states in dis-
cussing the phase transition approximately.

D. Block model and mapping to an Ising model

For —85.7*+0.1<t<28.9*0.1, it is found that the signs
at the center of wells do not change in the iteration for the
AE solutions. This can be simply verified in the numerical
calculation by comparing the initial signs and the final signs
in the iteration. That means a set of initial signs {o;} at the
wells corresponds to an excited state. The configurations of
the excited states are the same as those for Ising model.

At about r<<—-85.7, the domain wall around single well
disappears and at about r<<-105, the domain walls around
two wells, “2A” shown in Fig. 3(b) and “a” in Fig. 4, disap-
pear. In convenience, we call the wells surrounded by a
closed domain wall a “cluster.” Obviously, at about
—105<tr<-85.7, the smallest cluster has two wells. Larger
size clusters are allowable, such as “b,c,e,d” in Fig. 4. How-
ever some large size clusters can be decomposed into small
size clusters. For example, the cluster “e” in Fig. 4 can be
decomposed into two clusters of “2A” in Fig. 3(b). The clus-
ter “2A” shown in Fig. 3(b) and “a, b” in Fig. 4 are elemen-
tary and irreducible. Of course there are many other irreduc-
ible clusters. It should be noted that one well cluster is not
allowable and is not an elementary cluster.

The above picture can be simplified further, if the phase
transition takes place in —105 <¢t<<-85.7. The phase transi-
tion here is referred to the appearance of long-range order
due the coupling between the clusters. As we known, near
the critical point the large scale fluctuation is most important.
That is to say, configurations with large size clusters are im-
portant. Large size clusters can be approximately decom-
posed into the cluster “2A” shown in Fig. 3(b) since the edge
can be ignored if the cluster is large enough. Therefore two
horizontal wells as surrounded by domain wall “2A” in Fig.
3(b) is only one concerned elementary cluster at tempera-
tures —105<r<<-85.7.

At about <105, the domain walls around two wells,
“2A” shown in Fig. 3(b) and “a” in Fig. 4, disappear. At
about r<<119, the domain wall around three wells, “b” in
Fig. 4, disappears. At about —119 <¢<<-105, the clusters, “b,
e” in Fig. 4, are irreducible. Larger size clusters are allow-
able, such as “d” in Fig. 4. In addition, there is a requirement
for the allowable clusters. The radius of curvature on the
domain wall around the cluster must be larger than the mini-
mum on the domain wall, “b” in Fig. 4. Therefore most large
size clusters can be approximately decomposed into the clus-
ter, “b” in Fig. 4. Similarly if the phase transition takes place
in —119<r<-105, the cluster, “b” in Fig. 4, is the con-
cerned elementary cluster.

Similar discussion can be continued for lower tempera-
tures. Although the situation at about <<—85.7 is more com-
plicated than that at about t>-85.7, the picture is qualita-
tively the same.

According to the above discussion we can propose a uni-
fied block model to describe the domain wall and phase tran-
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sition approximately at all temperatures. Suppose the system
is divided into n=S/(b X b) square blocks with size b Xb.
The block is referred to the elementary cluster mentioned
above. For r>-85.7 the block has one well. For
—-105<r<-85.7, the block has two adjoining wells. For
—-119<tr<-105, the block has three wells, as domain wall
“b” shown in Fig. 4. Although these elementary blocks have
irregular shapes, we deal them as square for simplicity.

The domain wells exist only between these blocks and
cannot cross these blocks. Because the initial value is ran-
dom, in the solutions the signs at blocks are random. Gener-
ally half blocks have positive sign and half blocks have
negative sign. Accordingly half couples of adjoining blocks
have opposite signs. There are 2n couples of adjoining
blocks, so there are n couples of adjoining blocks having
opposite signs. Moreover suppose the length of domain wall
between two adjoining blocks is the size of blocks b; hence,
the total length of domain wall is nb. On the other hand, as
we know, the total length of domain wall is {S. Therefore we
have

b=1/{. (33)

As temperature decreases block (the elementary cluster) be-
comes larger and larger, so the domain-wall length becomes
shorter and shorter. This explanation agrees with the above
discussion.

In order to test the above model further, we have carried
out numerical solution with anther kind of initial value. It is
labeled by “2X2” in Fig. 6 and 7. For “2 X 2” initial value,
the lattice is divided into blocks, each of which contains
2 X2 wells. The random signs are assigned to blocks rather
than single wells. As shown Fig. 6, the results for AE, BW,
and “2 X 2” differ much for 1>-120 and little for <<—-120.
In AE, BW solutions, there are the domain walls surrounding
1, 2, or 3 wells, while in “2 X 2” solutions there is no such
domain wall. It is natural that their results are different for
t>-120. For 1< 120, in AE, BW solutions, the domain walls
surrounding 1, 2, or 3 wells disappear, and the smallest do-
main wall surrounds 2X?2 wells. This constraint on the
domain-wall size is the same as in “2 X 2” solutions. There-
fore their results are approximately the same. In other words,
the AE, BW solutions can be described by the above block
model with block size 2 X2 for t<<-120.

For t<-t,=-40 it has 1/(Z£,)~ 1.8 as shown in Fig. 6.
This leads to b= 1.8£,. Thus the correlation length £, has a
well-defined significance in the block model: the block size
is about twice of &,.

Now we discuss the phase transition on the well lattice.
For —85.7+ 0.1 <r<<28.9 = 0.1, the configurations of the ex-
cited states are the same as those for Ising model. In this
temperature range, the partition function at the level of
saddle point solution can be mapped to an Ising model ap-
proximately.

Consider two adjoining wells, say wells 1 and 2 in Fig.
3(a). If they have the same signs, there is no domain wall
between them. Otherwise there is a segment of domain wall
between them. Assuming the free-energy increase due to this
segment is K, 5, which may be defined as
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1 1
K1,2=g_ll_2f dxdy[ﬂg—ﬁ?], (34)
12

where the integration is carried out in the region surrounded
by the four diagonal cyan lines starting from the centers of 1
and 2. The original parameters g,/ given in Appendix A are
considered and the transformation Eq. (8) is used. Then for
two adjoining wells, if there is a segment of domain wall
between them, the free-energy increase due to these two
wells is given by —K;;(0;0;—1)/2.

Obviously the coupling K;; defined as Eq. (34) is valid
approximately. Since as shown in Fig. 5, the domain-wall
length between two adjoining wells defined in Eq. (34) de-
pends on the signs at next-nearest-neighbored wells and
next-next, etc. Therefore a more accurate effective Hamil-
tonian should include the coupling with distant wells and
four wells’ coupling, six well’s coupling, etc. In principle the
couplings can be obtained from the numerical calculations of
free energies of many excited states.

However the nearest neighbors’ coupling is most impor-
tant. Therefore in the lowest approximation the free-energy
increase in the whole lattice can be given by

K.
Fo—F,~-2, 3’1(0,-0]»- 1), (35)
]
where the summation is over nearest neighbors. The partition
function Eq. (4) becomes

K.
Z =~ e Fe k2, exp{ > —'10',»0'1}. (36)
o3 L 2

Obviously this is an Ising model with coupling constants
K;;/2 for nearest neighbors. If more accurate result is
needed, the couplings with distant wells and four wells’ cou-
pling, six wells’ coupling, etc, can be introduced.

Similarly for <<85.7, the partition function at the level of
saddle point solution can also be mapped to an Ising model
approximately. However the block size increases as tempera-
ture decreases. The coupling between two adjoining blocks
can also be defined as mentioned above. As the temperature
decreases, the couplings increase. The average coupling be-
tween two adjoining blocks can be estimated with

K~ g Phfy =g L, (37)

because the length of segment of domain wall between two
adjoining blocks is approximately equal to the block size b.

As the couplings increase to be critical, phase transition
will take place. Because this system has the lattice transla-
tional invariance, the effective Hamiltonian at the level of
saddle point solution has also the lattice translational invari-
ance. Hence the universality of phase transition should be-
long to the same universality of the usual Ising model. How-
ever there is an intermediate characterizing scale beside the
correlation length of critical fluctuation. That is the correla-
tion length of the excited solution §,, which is the size of
blocks.

From well lattice model, we get

(1) The result of domain-wall length can be described by
a block model [see Eq. (33)].
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FIG. 8. (Color online) The average and fluctuation of the
ground-state solutions.

(2) The partition function at the level of saddle point so-
lution is approximately equal to an Ising model like Eq. (36),
in which the block behaves like a superspin.

V. EXCITED STATES ON A LATTICE WITH RANDOM
TEMPERATURE

We have carried out intensive numerical calculation on
the lattice with random temperature with 0.1 <<A <100 and
g=I=1 for Eq. (6). For A=100, 64, 25, 10, the lattice size
and the step are L=100, h=0.05, respectively. For
A=1.0, we take L/h=2000 and #=0.2, 0.25, 0.2, 0.1 for
A=1.0, 0.5, 0.2, 0.1, respectively.

Given a realization of 7 on a finite-size lattice, there are
two ground states and many excited states. If the initial val-
ues have the same signs, one will get the ground-state solu-
tion, denoted by ¢,. If the signs of initial value at cells are
randomly given, one can get an excited-state solution, de-
noted by ¢,. A sample is referred to a solution with certain
realization of random temperature and certain initial values.
Each data in Figs. 8—12 is the average over 32 samples. The
deviations around the average for most data are less than 5%.

A. Distribution functions in inhomogeneous and
inhomogeneous regime

The ground state had been studied in the previous work.?!
The average ¢,, and fluctuation J, for the ground-state so-
lutions are shown in Fig. 8. The temperature range in the
figure is wider than that in the previous work and the forms
of figures are also different. I show this figure because it is
necessary in the discussion.

As shown in Fig. 8, for the strongly disordered case, i.e.,
A>1, it has that ¢,,/VA vs t/A are approximately equal for
different A. The curves for A= 1QO, 64, 25 indeed coincide
approximately. It also has &,/ VA vs t/A are approximately
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FIG. 9. (Color online) The distributions p, (black), p, (red), and
pg (green) of the absolute value of ¢.

equal for different A. However the coincidence for &,/ VA vs
t/A is not good as ¢,/ VA vs t/A.

For the weakly disordered cases, A=1, the scaling rela-
tions for ¢,, is given by ¢, (A,1,1)=A¢,,(1,A%t—s,,1),
where s, is a temperature shift?® In Fig. 8, it has
s4=0.1077, 0.2815, 0.4888 for A=0.5, 0.2, 0.1, respec-
tively. For &, it has a similar scaling relation.

As one can see in Fig. 8 at the high-temperature side the
average ¢,, is much smaller than the fluctuation 5, and at
the low-temperature side the situation is contrary. This fea-
ture indicates that at the high temperature the solution is very
inhomogeneous and at the low temperature the solution is
homogeneous. On one hand, for 7> A there are rare LOR, in
which the saddle point is nonzero, and in other regions it is
nearly zero. It is easy to show that in this case it should have
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AAAAAAA Anm
ML o2 AA'_‘h
!
r 0.1 2R
t 0.0
4 2 0 2
vA 0 A=100
[0} 3
S A=64
2 Uy Q o A
Hugg uuﬁAu AAAAA ZA A:25
HHg A
1 “HB89G4A
““ééééee A:lo
-4 2 0 2
t/A
~
()
WL K
<o 88"
= 588
1
-4 2 t/A 0 2

FIG. 10. (Color online) The domain-wall length and the corre-
lation length of excited-state solutions for strongly disordered cases.
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FIG. 11. (Color online) The domain-wall length and the corre-
lation length of excited-state solutions for weakly disordered cases.

04/ ¢apy> 1, although the absolute value of §, is very small.
On the other hand, for —#> A the random part 7; is only a
perturbation, the fluctuation 5¢ is much smaller than the av-
erage. The solution should be approximately uniform. Then
it has 6/ ¢,,<<1. Therefore we can adopt a simple criterion:
it 64/ ¢,>1 the solution is inhomogeneous and if
O/ ey <1 the solution is homogeneous.

Given a realization of temperature #+7;, one can get two
ground-state solutions (with positive or negative sign) and
many excited-state solution. If the absolute values of ground
and excited solutions for the same realization of temperature
t+7; are compared, they differ mainly nearby the domain
wall, where the free-energy increase stems from.

To see the difference and relation between the ground-
state and excited-state solutions, we may introduce three dis-

A=100
A=64
A=25
A=10
Eq. (10)

* b o n

—m— A=1.0
® A=0.5
A A=02
A=0.1

— Eq. (10)

-1.0 -0.5 010 0.5 1.0
At-s
A

FIG. 12. (Color online) The free energy per unit length for
strongly and weakly disordered cases.
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tribution functions: p,, p,, and p,. For the ground-state solu-
tion ¢, is defined by

das
=% 38
pe(2) Sds (38)

where dS,. is the total area of the regions where z<¢,<z
+dz. For the excited-state solution, ¢, is defined by

ds

pe(2) = S_dez (39)

where dS,, is the total area of the regions where
2<|,| <z+dz.

The third distribution function p, is defined for both the
excited- and ground-state solutions. From Eq. (31) it is seen
that the free-energy increases is mainly contributed from the
region near the domain wall. Further more the free-energy
increase is determined by the ground-state solution at the
region near the domain wall. So we define

d
=& 40
pd(Z) \dz ( )

where A is the total length of domain wall and dL,, is the
total length of the domain wall, where z << ¢, <z+dz and ¢,
is the ground-state solution at the domain wall, where
¢.=0.

Typical distributions for A=100, A=1.0, A=0.2 are
shown in Fig. 9. The three distribution functions Pgs Pes and
pq are given in black, green, and red curves, respectively.
There is a common feature in these distributions. The prob-
ability with large ¢, is smaller than those with the same ¢,
and |¢,| and accordingly the probability with small ¢, is
larger. This is because the domain wall is located at regions
with higher temperature.

The three distribution functions p,, p,, and p, are approxi-
mately the same in all cases. So through the results for
ground-state solutions shown in Fig. 8, we know the quali-
tative properties of excited-state solution, and the local free-
energy increase due the domain wall.

Generally inhomogeneous regime is at the side of #>0. In
this regime, the absolute value of solution differs greatly. For
t>A, the cells with £+7;<<0 are rare. Only at these cells, the
solution is not zero, and at other cells the solution is expo-
nentially small. Therefore the probability of ¢, with large
value is exponentially small. The distribution is Poison type.
Typical distributions in inhomogeneous regime for
A=100, ¢=1.0A; A=1.0, r=03A; and A=02,
=0.12A are shown in the three left subfigures in Fig. 9.

Homogeneous regime is at the side of 1<<0. For - <A,
the temperatures in most cells are negative and the random
part can be regarded as a perturbation so the distribution is
Maxwellian. Typical distributions for A=100, r=-2.0A;
A=1.0, ¢=-04A; and A=0.2, =0 are shown in the
three right subfigures in Fig. 9.

B. Wells and background

The numerical results for the domain-wall length per unit
area ¢ and the correlation length &, are shown in Figs. 10 and
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11. The free energy per unit length of domain wall is shown
in Fig. 12.

For the strongly disordered cases, A> 1, the temperature
is scaled with A as for the ground-state solutions.”! For the
excited states we expect the same scaling. Then the free-
energy increase should be scaled with A%2, This is why the
temperature and free-energy increase are scaled with A and
A%? in Figs. 10 and 12 for A> 1.

For the weakly disordered cases, applying the coarse-
grained approximation,?! one can get

LA 11) = AZ(1,A%t — sy, 1), 41)

for the domain-wall length per unit area {. The correlation
length of excited states has a similar scaling relation.
Through dimension analysis, one can get that the free energy
per unit length of domain wall obeys

F(A 1) = A3 (1,A73 = 55,1). (42)

The data in Figs. 11 and 12 are scaled with the above scaling
relations.

In well lattice model, there are two temperatures. So the
lattice can be simply classified into two kinds of regions:
well and background. The domain wall is located almost in
background generally. On the random temperature lattice, the
temperature is random. It seems that one cannot classify the
lattices into two kinds of regions. However it is found that
this classification still works well.

For the strongly disordered cases, A> 1, the definitions of
well and background is simple and clear. A cell is a well if its
temperature is t+7;<<0 and lower than its four adjoining
cells. Otherwise it is background. Accordingly this defini-
tion, the probability that a cell is a well is given by

(z) ( 1\ 2[ S
Pw — | = /——)f e_y f e‘y dy, dy (43)
A N2 —w y

Obviously the probability of well is very small for r>A
since the cells with negative temperature are rare. It increases
as temperature decreases. It changes drastically in the range
2A>1>0. It reaches 0.1937 at 1=0.

For —t/A>1, it approaches its maximum 0.2. It can be
easily shown that the integral for #/A— oo is 1/5. This limit
value has a simple explanation. As —t/ A — o, the probability
is equivalent to that described as follows. Assign five random
numbers in Gaussian distribution to five cells, a cell and its
four nearest neighbors. The probability that the central cell
has the minimum number among these five cells is 1/5.

Like the well lattice, the domain wall is located in the
background and it surround the wells, which are defined
above. As an example, we show four excited states for A
=100,7=0.0 on 10X 10 lattice in Figs. 13(a)-13(c). The
squares in black solid line are wells defined above. The col-
ored curves are domain walls. The temperature realizations
are the same in these three subfigures. The excited states in
Figs. 13(a) and 13(b) are obtained with different initial val-
ues. In Fig. 13(c), the curves are the overlapping of four
excited states, including the excited states shown in Figs.
13(a) and 13(b). As shown in Fig. 13(c), the domain wall is
located in background and it surround the wells.
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FIG. 13. (Color online) The wells and blocks on the lattice with
random temperature.

As shown in Fig. 13(c), the overlapping of the domain
walls of four excited-state solutions form curves which di-
vide the system into blocks clearly. In fact these curves are
the boundary of blocks because the domain wall is located
on them for any arbitrary excited-state solution. We can
verify this by the numerical solution in the following way.
We choose an arbitrary well in Fig. 13(c), and let the sign of
initial value in this well is opposite to that in other wells.
Solving SPE with this initial value, we get the domain wall
around this single well. It is found that this domain wall
coincide the overlap of the four excited states shown in Fig.
13(c).

If so the blocks have different sizes and irregular shapes,
and the well’s positions are random. Although the block sizes
are not uniform and the blocks are randomly located spa-
tially, we expect that the excited solutions should be de-
scribed by the block model defined for the well lattice model
[see Eq. (33)].

Using the block model, the numerical results for A>1 in
Figs. 10 and 11 can be well explained. At high temperatures
t>0, the wells are rare; hence the number of blocks is small
so the domain walls are sparse. Then the domain-wall length
per unit area { is small. As temperature decreases, the wells
become more and more and the blocks become more and
more, so the domain walls become denser and denser. Then {
increases. The correlation length &, is about 1. It reflects the
size of LOR, which is localized in wells. The block size b
=1/{ is the average distance between LOR, so it has b>¢,.

For A=100, the domain-wall length per unit area reaches
its maximum (=0.42) at =0. Even this maximum can be
explained by the block model. At t=0, about 1/5 of cells are
cells [see Eq. (43)], so the average area of blocks is 5 assum-
ing that every cell forms a block. The average size of block
is V5. Accordingly the domain length per unit area should be
1/5=0.447.

At =0, the domain-wall length per unit area { decreases
as A decreases, although the numbers of wells are equal for
different A. In addition, { also decreases as temperature de-
creases for A=100 and 7<<0, although the numbers of wells
varies little. This is because that more and more wells cannot
form blocks singly.
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Consider a well and its four adjoining background cells at
t=0. Denote the well’s temperature by 7, and its neighbor’s
temperatures by 7;;i=1,2,3,4. According to the discussion
in Secs. III and IV, it can be inferred that the domain wall
around this single well cannot exist in some cases. If ratios
between |7o| and |f;—7|;i=1,2,3,4 are not large enough, the
domain wall around this single well cannot exist [see Eq.
(26)]. Then this well cannot be regarded as a block. It must
form a block with other well. Therefore some blocks should
include two wells, or more wells. As A decrease the prob-
ability of such wells increases. The average size of blocks b
increases as A decreases. Considering the relation {=1/b,
one knows that ¢ should decrease as A decreases. The de-
creasing of ¢ for A=100 and <0 can also be explained by
similar discussion.

Because some single wells cannot form blocks singly, we
need an operational way to define blocks. At first, every well
is investigated to see if a domain wall around this single well
exists. If it exists, this well is a block. If not, this well cannot
form a block. Second, all the left wells which cannot be a
block singly are investigated if a domain wall around two
such near wells exist. If it exists, these two near wells form a
block. In similar way, we can define blocks as the average
block size becomes large for lower temperature. Of course
there are exceptional cases for this method, but it should be
able to define most blocks because the block sizes differ not
much.

For A=1, the classification is somewhat complicated. As
pointed out in the previous work,?%?! the solutions can be
described by the coarse-grained approximation, in which the
lattice is divided into blocks with the size n. In the new
lattice, each cell has a local temperature t+t-”), where

> T (44)

i=(j=1)n+1

)
I

S | =

A cell is a well if its temperature is 1+7" <0 and lower than
its four nearest neighbors. In Fig. 13(d), the curves are the
overlapping of domain wall of seven excited states for A
=1, t=0.0. The squares in black solid line are wells de-
fined above with n=4. Because for A=1, the proximity ef-
fect is strong, the correlation length of the ground-state so-
lution &, is about 4.2! Therefore we take n=4. The domain
walls are located almost in background and surround the
wells. The overlapping of the domain walls of excited states
divides the system into blocks clearly. According to coarse-
grained approximation the solutions for A <1 can be mapped
to A=1. The blocks can also be obtained using the above
way with n=4A"". Therefore we can still use block model to
describe the excited states for the weakly disordered cases.
Through the numerical result, we see clearly how the dis-
ordered systems crossover to the pure systems. At low tem-
perature, 1/A<-1, the number of wells does not increase
remarkably. For a well, the temperature differences between
it and its neighbored background cell are constants. However
the ratios between the differences and the temperature of
well become smaller and smaller as temperature decreases.
Then the domain walls with small radius of curvature will
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disappear [see Eq. (26)]. Therefore as the temperature ¢ de-
creases, the domain wall will become smoother and
smoother, straighter and straighter, just as the situation for
the well lattice in Sec. III. As —t/A— o0, the domain wall
should have infinite radius of curvature, just like a pure sys-
tem.

C. Phase transition on the level of saddle point solution

According to the discussion similar to that in Sec. III, we
get that the partition function is approximately given by the
block model [Eq. (36)]. The blocks are randomly located
spatially, so even the nearest-neighbored blocks are not eas-
ily defined. To be well defined, we assume that there is a
coupling between two blocks only if their distance is less
than 1/, which is average distance between adjoining
blocks. So the summation in Egs. (35) and (36) is well de-
fined. Then if we solve enough excited states, we can solve
the couplings assuming the excited-state free energy is ap-
proximately given by Eq. (35). If more accurate results are
wanted, it can be assumed that there is a coupling between
two blocks if their distance is less than a larger cutoff than
1/¢. In principle such an Ising model can be defined.

If the phase transition takes place in inhomogeneous re-
gime, it is percolative and inhomogeneous. As we know, the
coupling is weak if the background cells between two adjoin-
ing wells have positive temperature; and it is strong if the
background has negative temperature. One can deal the cou-
plings in a simple way: if the background cells have positive
temperature the coupling is zero and if the background cells
have positive temperature the coupling is finite. So one can
only consider the clusters on which wells are connected with
background with negative temperature. As temperature de-
creases, an infinitely large cluster composed of cells with
negative temperatures should appear. As we know, this clus-
ter is fractal. On this cluster, if the couplings between wells
are strong enough, the long-range order may be realized.
This percolative phase transition has been discussed by many
authors.!>>-28 A typical example of this kind of phase tran-
sition is the superconductivity transition in the granular
superconductor.>~27

The condition of this inhomogeneous phase transition is
discussed qualitatively in Ref. 21. Now based on the numeri-
cal results, we can estimate the couplings on the infinitely
large cluster. At first we discuss the percolation of cells at
which the ground-state solution is finite. Then we discuss the
percolative phase transition on the infinitely large cluster.

For the strongly disordered cases, A> 1, the probability of
cells with negative temperature is 0.5, which is the site per-
colation threshold on square lattice. Therefore at =0, an
infinitely large cluster of cells with negative appears. At this
temperature, it has f,~0.09A%? as shown in Fig. 12. More-
over at this temperature, it has ¢,,/ d,=~ 1. That is to say at
percolation critical it has ¢,,/ 6,~1.

For A=1, the proximity effect is strong. Using the tem-
perature to judge the amplitude of the saddle point solution is
not good. We adopt ¢,/ 8, 1 as the criterion of percolation
critical, which is satisfied for A>1. The temperature for
Gay/ 64p=11s t=0.26 for A=1.0 as shown in Fig. 12. At this
temperature f,=0.004.
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Therefore near the percolation critical, the couplings on
the percolation cluster are approximately given by

0.09 X 1710 %1g, PAg>1

Jii~ g ' hf, ~
T8 Ja {O.OO4><I"A(2)/g, PAy=1.

(45)

where g, [, A, are the original parameters and transforma-
tion Eq. (5) is used. The fact is considered that the length of
segment of domain wall between two adjoining blocks is
approximately equal to the block size b. Obviously only if
J; ; are large enough the percolative phase transition can take
place.

In the homogeneous regime the couplings between a
couple of adjoining blocks are also homogeneous. The tem-
peratures in the background cells between all couples of
blocks are almost negative. The local free energy increases
per unit length of domain wall are almost uniform and equal
to f,=2v2(—t)"3?/3. This is valid for both of strongly and
weakly disordered cases as shown in Fig. 12. However the
couplings are still different since the lengths of domain wall
between couples of adjoining blocks are different. The dif-
ferences are not as large as those in the inhomogeneous re-
gime. The order of couplings in homogeneous regime is
given by

Jij~ g (46)

where g,/ are the original parameters and transformation Eq.
(5) is used. For A>1, it has 2.0<1/{<5.0 in the tempera-
ture range —4 <r/A <0 approximately as shown in Fig. 10,
and f,=2\2(—%1)*?/3, where t is the original parameter. For
A=1.0, it has 1/{~16/A approximately as shown in Fig.
11, and f,=2\2[-1*(t—A%s,)]¥?/3, where ¢ is the original
parameter.

As we know, the percolative phase transition had been
observed in disordered superconductors early.>>” From the
Eq. (45), one can see why the percolative phase transition in
disordered superconductors is very remarkable. For the con-
ventional superconductor the critical region is too small to be
observable in the experiments. This means, the Ginzburg-
Levanyuk parameter g%~ is very small.2 Therefore the
coupling constant g is very small. This leads strong cou-
plings between blocks on the percolation cluster.

The phase transition in Diluted Ising model should not be
inhomogeneous. Consider that the spin occupation is p. For
small 1—p, it is far away from the percolation, and the dis-
order is weak. Then the LGW Hamiltonian is proper. If the
diluted Ising model is mapped to the LGW Hamiltonian with
random temperature, it is shown that the cell size is /=1 and
the disorder strength is Ag=vp(1-p).2° It belongs to the
weakly disordered class [?A,= 1. If the Ising model without
disorder is mapped to the LGW Hamiltonian using Hubbard-
Statonovich transformation,*3! the coupling constant g
equals to 1/3. Therefore the couplings on the infinitely large
cluster is about 0.012p(1-p). The couplings is too weak to
maintain a long-range order on an fractal cluster since for the
pure Ising model on a square lattice the critical coupling is
about 0.44.
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It should take place in homogeneous regime. For
p=0.9,0.8, the block sizes are about 53 and 40, respectively.
The estimated transition temperatures are about
t./A?—s5,~-0.35,-0.28, respectively, if J;j/2~0.44 (the
critical coupling of pure Ising model on a square lattice) is
required. These temperatures are in homogeneous regime in-
deed (see Fig. 8).

VI. SUMMARY AND DISCUSSION

I have carried out the numerical solution of the two-
dimensional SPE of LGW Hamiltonian with random tem-
perature. The main result is that the phase transition on the
level of saddle point solutions is approximately equal to a
block model, in which the blocks behave like superspins
coupled with random bonds.

This result has three important consequences:

(1) Unlike pure system, there are fluctuations (of super-
spins) on the saddle point level for disordered systems. To
distinguish fluctuation of superspins from the critical fluctua-
tion, which is the thermodynamic fluctuation around the
saddle point solution, we can call it saddle point fluctuation.

(2) Many characterizing length scales should emerge in
the phase transition due to the disorder. If the network of
superspins is coarse-grained again, one will get a LGW
Hamiltonian with random temperature again in a larger
length scale. Then on the saddle point level, one will get a
block model again. This procedure can be applied again and
again. In every step, one get a new and larger characterizing
length scale.

(3) There may be two classes of phase transition: perco-
lative and homogeneous. If the couplings between superspins
are strong enough in inhomogeneous regime, the phase tran-
sition is percolative. Otherwise it is homogeneous.

Although our numerical solution is carried out in two di-
mensions, it can be expected that all above qualitative prop-
erties should be maintained in three dimensions. The scaling
relations for the domain-wall length and free energy can be
easily obtained.

Based on our results we can calculate the size of LOR in
the experiments of disordered magnets. Grigoriev et al. stud-
ied the magnetic phase transition in disordered Fe-Ni alloys
doped with carbon.*~% The size of LOR depends on the dop-
ing concentration p in the following way Ry~ [p(1-p)]~'.%
However the present experimental data is not enough to test
this prediction.

There exists some evidence in favor of our block model in
Monte Carlo simulation. The phenomenological argument
that disordered systems are composed of compact clusters of
spins, and then these clusters behave like superspins coupled
to each other, was proposed early to explain Monte Carlo
simulation on diluted Ising model.’?> This physical picture is
explicitly shown in our work.

The phase transition in disordered systems is a compli-
cated problem. Even for the simplest case, the two-
dimensional disordered Ising model, there is a debating up to
now.>3-40 There are two scenarios. The strong universality
hypothesis maintains that the leading critical exponents re-
main the same as in the pure case and that the disorder in-
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duces multiplicative logarithmic corrections to scaling, while
the weak universality hypothesis favors dilution-dependent
leading critical exponents. However the discrepancy and un-
conformity may be explained by the existence and substan-
tial width of crossover regions. Multi characterizing length
scale as mentioned above may give an explanation for the
wide crossover regions.

Viewed from our result, all the RG with replica trick are
problematic. In the earliest RG works done by Lubensky
et al., it is assumed that the saddle point solution is zero
above the critical temperature.'>!% Although these theories
agree with Monte Carlo simulations for the weakly diluted
Ising model, there exist substantial width of crossover re-
gions. Most importantly, in the replicated Hamiltonian the
spatial inhomogeneity disappears. Using this kind of Hamil-
tonian, one cannot discuss LOR, which is observed in experi-
ments. In the later replica symmetry-breaking approach, de-
veloped by Dotsenko et al., the effect of LOR is taken into
account.'' However in their conjectured saddle point solu-
tion, it is assumed that there is no coupling between LOR.
Then there is no phase transition at the level of saddle point
solution and the phase transition is driven by critical fluctua-
tion. In our result there is a phase transition at the level of
saddle point solution.

However the results of RG with replica agree with the
Monte Carlo simulation for weakly disorder.*'~* A possible
explanation is that the conventional RG theory gives the cor-
rect asymptotic behavior but missed the correction due to the
characterizing length scale emerging in the saddle point so-
lution in this paper. As the correlation length of critical fluc-
tuation approaches infinity, all the finite length scales play no
role. In other words the saddle point fluctuation in our work
may introduce modification in the intermediate length scale.
This kind of modification may be not so important in the
asymptotic regime, but very important in the crossover re-
gime. For example, LOR is needed to explain experiments in
doped ferromagnets.*~©

In addition the inhomogeneous phase has been exten-
sively studied in various quantum phase transition in disor-
dered systems. For example, it is found that there are two
kinds of  Mott  transition:  homogeneous  and
inhomogeneous.***’ The inhomogeneous superconducting
state is also intensively studied for  high-T.
superconductors.*8>! A local metallic state is discovered in
globally insulating La, 54Sr; 74Mn,O; well above the metal-
insulator transition.> From the view point of phase transi-
tion, these quantum phase transitions have been studied us-
ing RG with replica trick.”®> The saddle point solutions in
these works should be solved again as in this work. It is well
known that the quantum phase transition in disordered sys-
tems is a hard problem.>* Therefore our result may shed
some light on this difficult and complicated field.
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APPENDIX A: A SUPERLATTICE ISING MODEL

Here we give an Ising model with the temperature field
defined by Eq. (27). Consider a spin superlattice, in which
each cell has 2/ X 2] spins. An example of such cell is shown
in Fig. 14 with [=82. The couplings between spins are dif-
ferent, thick bonds are J;, thin bonds are J,. If /> 1, local
critical temperatures for regions with J; and J, can be de-
fined. For the spins coupled with J; and J,, the local critical
temperatures are T,;=~2.27J, and T,,=2.27J,, respectively,
where the critical coupling for the Ising model on a square
lattice is used. Then the reduced temperature for regions with
J, and J, is approximately given by t,=(T-2.27J,)/2.27J,
and t,=(T-2.27J,)/2.27J,, respectively. If J,>J,, it has
t;<t,. The region with J; is well and J, is background. If
(Ji=J)/Jy <1, it _has |tj—1o|=(J;=J))/J,. If the size
of cell 2v2IX242l is rescaled to be 2X2, we get
ty=|t;—t3|=1%(J;=J5)/J,, where the transformation Eq. (5)
is used. For example, if /=2042 and (J,—J,)/J,=0.05, it has
15,y =40.

APPENDIX B

Here we argue that the exceeding “BW” excited states
discussed in Sec. V are not important.

At first, different signs at wells must have corresponding
excited states, while many sets of signs at background blocks
have no corresponding excited states. For example, there is
no excited state in which only the sign at background block
3, as shown in Fig. 4(b), is opposite to that at other blocks.
That set of signs means a closed domain wall around the
background block 3 and such an excited-state solution is
impossible, since only a well can resist the shrinking of do-
main wall.

Let us consider the excited states concerned with well
I, 2 as shown in Fig. 3(b). Assume that the signs at
other wells are positive. There are four excited states:
(1) oy=—,0y=03=+, which is a domain wall around well 1;
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(2) oy=03=+,0,=—, which is a domain wall around well 2;
(3) oy=0,=03=—, which is state 2A in Fig. 3(b);
(4) oy=0,=—, 03=+, which is state 2B in Fig. 3(b). State 2B
is only one missed in the “AE” solutions.

Second, the temperature range of existence is narrow for
the exceeding “BW” states. For example, 2B as shown in the
lower part of Fig. 3(b), there are two segments of domain
wall crossing background block 3. Their temperature range
of existence is narrow because of the interaction between the
two segments of domain wall in on background block. In
fact, only very few configurations with two segments cross-
ing one background block need to be considered. Consider
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four wells forming a square, for example, the wells 1 and 2
and the two wells just below in the upper part of Fig. 4. We
can imagine an excited state with a domain wall around the
wells 1 and 2 and a same domain wall around the two wells
just below. However we cannot find such an excited-state
solution in numerical calculation. The reason should be that
the interaction between two domain walls is too strong to
allow this state to exist.

Other more complicated configurations can be similarly
discussed. It seems plausible to assume that these con-
strained degrees of freedom do not alter the number of ex-
cited states significantly.
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